Simulation on dynamic recrystallization behavior of AZ31 magnesium alloy using cellular automaton method coupling Laasraoui–Jonas model

Xiao LIU1,2, Luo-xing LI1,2, Feng-yi HE1,2, Jia ZHOU1,2, Bi-wu ZHU1,2, Li-qiang ZHANG1,3
1. State Key Laboratory of Advanced Design and Manufacturing for Vehicle Body, Hunan University, Changsha 410082, China;
2. College of Mechanical and Vehicle Engineering, Hunan University, Changsha 410082, China;
3. College of Mechanical and Electrical Engineering, Central South University of Forestry and Technology, Changsha 410004, China

Received 25 July 2012; accepted 1 February 2013

Abstract: The dynamic recrystallization (DRX) process of AZ31 magnesium alloy including microstructure and dislocation density evolution during hot compression was simulated by adopting the cellular automaton (CA) method coupling the Laasraoui–Jonas model (LJ model). The reliability of simulation depended on the accuracy of the hardening parameter, the recovery parameter and the strain rate sensitivity in the LJ model. The hardening parameter was calculated in terms of the LJ model and the Kocks–Mecking model (KM model), and then the recovery parameter and the strain rate sensitivity were obtained by using the equation of steady state flow stress for DRX. Good agreements between the simulations and the experimental observations were achieved.
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1 Introduction

High stacking fault energy metals (SFE), such as aluminum, betas titanium alloys, and ferritic steels, undergo dynamic recovery (DRV) rather than dynamic recrystallization (DRX) during hot deformation. But for low- and medium- stacking fault energy metals, such as magnesium alloy, copper, nickel, and austenitic steel, DRX occurs during hot deformation [1–5].

The main characteristics of DRX may be summarized as follows: 1) A critical value of dislocation density is required for onset of DRX; 2) The recrystallized grains (R-grains) are equiaxed and the average grain size stays same at a given deformation condition; 3) Preexistent grain boundaries (GBs) are usually nucleation sites [6–8].

Since it is difficult to study the microstructural evolution characteristics during grain growth by physical experiments, computer simulations have been used by many researchers [9]. Up to now, various approaches have been proposed to simulate DRX, such as the Monte Carlo (MC) method and the cellular automaton (CA) method. The MC method has been widely adopted to study microstructural evolution, for instance, normal grain growth, grain growth with second-phase particles, and recrystallization [10]. Several researchers [8,11] used a MC method to study DRX in detail, including the prediction of the transition from single to multi-peak flow curves, the effect of initial grain size and the peak strain dependence on peak stress, as well as the dependence of steady state grain size on steady state stress. However, grain growth kinetics during DRX was not simulated by these simulations, due to the limitations of the MC method. The CA method is algorithm that represents discrete spatial and temporal evolution of complex systems by applying local or global deterministic or probabilistic transformation rules to the location of a lattice. The system objects are quantified according to generalized state variables [1]. GOETZ and SEETHARAMAN [12] first attempted to simulate DRX by the CA method. This method did not consider the hot-deformation parameters (e.g. temperature and strain rate), their effects on DRX process (e.g. nucleation,
volume fraction and average dynamically R-grain sizes), and the relationship between the nucleation sites and the dislocation density distribution. Compared with the MC method simulations, the CA method is also probabilistic, but relatively flexible in simulating different physical systems and effective in calculation [6].

Dislocation density plays a very significant role in nucleation and microstructural evolution of DRX during hot deformation [1]. Therefore, many models have been attempted to describe the evolution of dislocation density, such as the LJ model [13], the KM model [14], and the two-parameter model [15]. These models, which are internal variable dislocation density models, aim to calculate the flow stress and the evolution of dislocation density during hot deformation process. However, the modified LJ model, which was proposed by GOURDET and MONTHEULLET [2], considers the influence of GB migration on dislocation density. Thus, the modified LJ model has provided a more realistic description of the evolution of dislocation density. Meantime, our previous research [16] has proved that the LJ model is suitable to simulate the dislocation density evolution in detail, and has successfully used the modified LJ model to simulate the microstructural evolution of Mg–Al–Ca-based alloy during hot extrusion.

In this work, the hardening parameter was firstly obtained based on the LJ model and the KM model. The recovery parameter and the strain rate sensitivity were obtained by adopting the equation of steady state flow stress for DRX based on the hardening parameter. Then, the CA method combining the LJ model was adopted to simulate the DRX process of AZ31 magnesium alloy under different temperatures and strain rates. The relation between the nucleation sites and the dislocation distribution and the relationship among critical strain, critical dislocation density and DRX were studied. By comparing with the experimental results, the simulated results were also validated.

2 Experimental

Hot compression tests were performed on a Gleeble–3500 machine to obtain the stress—strain curves over five temperatures (300, 350, 400, 450 and 500 °C) with five strain rates (0.03, 0.3, 3, 30 and 90 s⁻¹) and a strain of 1 to calculate material constants. These material constants were used in simulations. Cylindrical specimens of AZ31 magnesium alloy with a diameter of 10 mm and a height of 12 mm were machined with the compression axis parallel to the extruded solid bar axis. The chemical composition is given in Table 1. To study the microstructure of AZ31 magnesium, the cross-sections parallel to compression axis were cut from the deformed specimens and those samples were mounted, polished and etched. The average grain size from the experimental microstructure was calculated by using the Jeffries’s procedure mentioned in the ASTM standard test method [17]. The average grain size for the simulations was calculated by the simulated program.

Table 1 Main chemical composition of AZ31 magnesium alloy (mass fraction, %)

<table>
<thead>
<tr>
<th>Al</th>
<th>Mn</th>
<th>Zn</th>
<th>Si</th>
<th>Cu</th>
<th>Ni</th>
<th>Fe</th>
<th>Impurity</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.8–3.2</td>
<td>0.2–1.0</td>
<td>0.8–1.2</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>≤0.005</td>
<td>≤0.005</td>
<td>≤0.3</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

3 Modeling

3.1 Dislocation density model

From a microscopic point of view, concurrent phenomena, which are work hardening (WH), DRV, and DRX, are responsible for the evolution of dislocation density during hot compression. In order to describe the evolution of dislocation density inside crystallites during DRX, the modified LJ model was adopted. The equation can be expressed as

\[ d\rho_i = (h - r\rho_i)d\varepsilon - \rho_i dV \]  

where \( \rho_i \) is the dislocation density of the \( i \)th grain; \( \varepsilon \) is the strain; \( dV \) is the volume swept by mobile boundaries; \( h \) is the average strain hardening parameter; \( r \) is the recovery coefficient parameter.

In order to accurately calculate the value of parameters in the LJ model, the KM model was used:

\[ \frac{d\rho_i}{d\varepsilon} = K_1\sqrt{\rho_i - K_2\rho_i} \]  

where \( d\varepsilon = dt \) represents the strain increment; \( K_1 = 2\Theta/(\alpha GB) \) is a constant that describes the WH; \( \alpha \) is a constant of 0.5–1; \( G \) is the shear modulus; \( b \) is the Burger’s vector; \( K_2 = 2\Theta/\sigma_s \) is the softening parameter that represents recovery of dislocation; \( \sigma_s \) is the steady stress; \( \Theta = \dot{\varepsilon}\sigma / \partial\varepsilon \) is the work hardening rate (see section 4.2.1).

3.2 Model of DRX nucleation and growth

There are several nucleation models for DRX. QIAN and GUO [1], considering that the nucleation rate is linearly proportional to strain rate, proposed the following equation:

\[ n(\varepsilon, T) = C\dot{\varepsilon} \exp \left( -\frac{Q}{RT} \right) \]  

where \( n(\varepsilon, T) \) is the nucleation rate; \( Q \) is the activation energy which can be obtained by flow curves; \( C \) is a constant. The equation shows that the nucleation rate
increases with temperature and strain rate.

In moderate to low stacking fault energy metals, DRX occurs only when dislocation density reaches the critical value. ROBERTS and AHLBLOM [8] proposed a critical dislocation density \( \rho_c \) for the nucleation of DRX on the pre-existing grain boundary by bulging mechanism after considering the free energy change [18],

\[
\rho_c = \left( \frac{20\gamma_l}{3b\mu l r^2} \right)
\]

where \( r \) is the dislocation line energy; \( l \) is the free path of dislocation; \( M \) is the GB mobility [18,19]; \( \gamma_l \) is the GB energy, which can be calculated by the Read-Shockley [9] equation and can be represented as follows:

\[
\gamma_l = \begin{cases} 
\gamma_m + \theta_m & \text{if } \theta_m \geq 15^\circ \\
\gamma_m \left( 1 - \ln \left( \frac{\theta_m}{\theta_m^*} \right) \right), \theta_m < 15^\circ & \text{if } \theta_m < 15^\circ
\end{cases}
\]

where \( \theta_m \) is the misorientation between the \( i \)th R-grain and its neighboring grain. The GB energy of high angle boundary can be written as follows:

\[
\gamma_m = \frac{\mu b \theta_m}{4\pi(1-\nu)}
\]

where \( \gamma_m \) and \( \theta_m \) are the boundary energy and the misorientation when the GB becomes a high angle boundary, respectively; \( \nu \) is the Poisson ratio.

The velocity of GB movement is the result of the net pressure on the boundary, which can be written as

\[
v_i = \frac{F_i}{4\pi r_i^2}
\]

where \( v_i \) is the velocity of GB; \( F_i \) is the driving force [20]; \( r_i \) is the radius of the \( i \)th R-grain.

3.3 Cellular automaton method and procedures of simulation

In this method, the simulated area was set to correspond to the experimental microstructure area. Each lattice has four variables: one orientation variable that represents the grain orientation and determines the grain boundary energy which is calculated by Eqs. (5) and (6); one variables that indicates which is the R-grains; one dislocation density variable that determines the site energy and is calculated by Eq. (1); one color variable that exhibits the different grains. The orientations of primary matrix and R-grains were randomly set to \( 0^\circ \)~\( 180^\circ \). For new R-grains, the dislocation density was preliminarily set to zero. When the dislocation density exceeds the critical dislocation density calculated by Eq. (4), the DRX is initiated. Then the nucleation number can be obtained by Eq. (3) in each time step. For the growth of R-grain, when the driving force for the growth of the \( i \)th R-grain is positive, this R-grain can continuously grow until the driving force reaches zero, and the growth velocity \( v_i \) in each time step is determined by Eq. (7). The volume swept by the grain boundary for the \( i \)th R-grain during each time step can be calculated according to the radius of the \( i \)th R-grain. Then, the dislocation density evolution can be calculated by Eq. (1) in each time step. The calculation was terminated, while the pre-set strain was reached.

The lattices in which recovery happens are random [11]. Then, an algorithm involvement of selection of a certain number of lattices \( N_r \) for recovery occurrence during each time step was selected as follows:

\[
N_r = \frac{2N_c N_r}{K}
\]

where \( N_c \) is the number of rows in lattices; \( N_r \) is the number of columns in lattices; \( K \) is the material constant [11]. The material parameters for simulation are shown in Table 2.

Table 2 Materials parameters of AZ31 magnesium alloy

<table>
<thead>
<tr>
<th>Material parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_0/\mu m )</td>
<td>0.01 [20]</td>
</tr>
<tr>
<td>( G/\text{MPa} )</td>
<td>17000 [21]</td>
</tr>
<tr>
<td>( Q_b/(\text{kJ} \cdot \text{mol}^{-1}) )</td>
<td>134 [22]</td>
</tr>
<tr>
<td>( Q/(\text{kJ} \cdot \text{mol}^{-1}) )</td>
<td>121.791</td>
</tr>
<tr>
<td>( K )</td>
<td>6030</td>
</tr>
</tbody>
</table>

4 Results and discussion

4.1 Experimental results

The flow curves which were obtained from the hot compression tests are shown in Fig. 1. It can be seen that the flow curves consist of four stages: the work hardening stage, the transition stage, the softening stage, and the steady stage for the combined influence of WH, DRV and DRX [23]. All the flow curves show a single peak, implying the occurrence of DRX during hot compression [19,24].

4.2 Calculation of WH rate (\( \Theta = \partial \sigma / \partial \varepsilon \)) and constitutive parameters

4.2.1 WH rate

The WH rate (\( \Theta = \partial \sigma / \partial \varepsilon \)) can be calculated from the slope of true stress—strain curves in the WH stage. The critical strain (\( \varepsilon_c \)), the peak stress (\( \sigma_p \)), and the saturated stress (\( \sigma_{sat} \)) can be gotten from the WH rate curves [25,26] (see Fig. 2).

According to KM model, it is assumed that \( \Theta \) is a function of deformation strain rate and temperature, which can be expressed as follows:

\[
\Theta = A_e \varepsilon^m \exp(m_0 Q_b/(RT))
\]

where the constants \( A_e \) and \( m_1 \) can be derived by one-
Fig. 1 True stress—strain curves for AZ31 magnesium alloy at strain rates of 0.03 s\(^{-1}\) (a) and 3 s\(^{-1}\) (b) under various temperatures with a strain of 1.

Fig. 2 Work hardening rate—true stress curves for AZ31 magnesium alloy at strain rate of 0.03 s\(^{-1}\) (a) and 3 s\(^{-1}\) (b) under various temperatures with a strain of 1.

Fig. 3 Relationship between ln\(\Theta\) and ln\(\dot{\varepsilon}\exp[Q_b/(RT)]\):

\[
\ln[\dot{\varepsilon}\exp[Q_b/(RT)]] = \ln \Theta + \ln \dot{\varepsilon} + m \ln Q_b + n \ln (RT)
\]

4.2.2 Hardening parameter

The first terms of the KM model \((h)\) and the LJ model \((\frac{K_1}{\rho})\) are used to describe the creation and accumulation of dislocations. Hence, the strain hardening parameter in the LJ model can be written as the following equation:

\[
\frac{d\rho}{d\varepsilon} = h = K_1\sqrt{\rho_0}
\]

(10)

where \(\rho_0\) is the average initial dislocation density.

4.2.3 Recovery parameter

Under any conditions, the flow stress is proportional to the square root of dislocation density, and can be written as [5,7,13]

\[
\sigma = Gb(\rho)\sqrt{\rho}
\]

(11)

During steady state, the flow stress is a function of deformation strain rate and temperature, and can be expressed as the following constitutive equation [3]:

\[
\sigma = B\dot{\varepsilon}^m \exp\left[mQ_b/(RT)\right]
\]

(12)

The average strain hardening parameter \(h\) and the recovery coefficient parameter \(r\) can be written as the following expressions [3]:
where \( \dot{\varepsilon}_0 = 1 \); \( \varepsilon \) is the strain rate; the recovery parameter \( r_0 \) (in Eq. (14)) and the hardening parameter \( h_0 \) (in Eq. (13)) are constant; \( m \) is the strain rate sensitivity; \( Q_b \) is the activation energy for self-diffusion; \( R \) is the gas constant; \( T \) is the thermodynamic temperature.

Equation (12) is used to match the data at \( \varepsilon = 1 \) when \( B \) is constant. If GB migration effects are overlooked, Eq. (1) yields \( \rho = h_0/r \) in the steady state. Then the steady state stress can be derived by combining Eqs. (11), (13) and (14):

\[
\sigma_s = \alpha Gb \sqrt{\frac{h_0}{r_0}} \dot{\varepsilon}^m \exp\left[\frac{mQ_b}{(RT)}\right] \tag{15}
\]

\[
B = \alpha Gb \sqrt{\frac{h_0}{r_0}} \tag{16}
\]

The constants \( m \) (in Eq. (15)) and \( B \) (in Eq. (16)) can be calculated by one-dimensional linear regression analysis after taking the natural logarithm of both sides (see Fig. 4).

\[
h = h_0 (\dot{\varepsilon} / \dot{\varepsilon}_0)^m \exp\left[\frac{mQ_b}{(RT)}\right] \tag{13}
\]

\[
r = r_0 (\dot{\varepsilon} / \dot{\varepsilon}_0)^{-m} \exp\left[-\frac{mQ_b}{(RT)}\right] \tag{14}
\]

In order to analyze microstructural and dislocation density evolution of AZ31 magnesium alloy, the CA method coupling the LJ model was employed. The simulated microstructure and dislocation density evolution during DRX for AZ31 magnesium alloy were carried out using the actual experimental parameters, and were compared with experimental results.

The simulations of microstructural and dislocation density evolution with strain changing, which were carried out at 500 °C with a strain rate of 0.03 s\(^{-1}\), are illustrated in Fig. 5. The simulated microstructures are shown in Figs. 5(a1), (b1) and (c1). The different colors show different grains and the black lines represent grain boundaries. The corresponding simulated dislocation densities are shown in the Figs. 5(a2), (b2) and (c2), respectively. The white color shows \( \rho = 0 \), the black color corresponds to the existence of dislocation, and the higher dislocation density is represented by darker color. As deformation proceeds, the dislocation density must exceed a critical value for initiation of DRX. New grains begin to grow, but the concurrent working hardening creates dislocation density inside them and reduces the driving force for GB migration until the growth stops [5]. When the strain approaches to 0.1186 (\( \varepsilon_c = 0.1186 \)), the simulated result shows that some new grains start emerging (Fig. 5 (a1)), and the dislocation density inside the new grains becomes zero (Fig.5 (a2)). It is shown that the dislocation density evolution is accurately calculated by the LJ model. Therefore, it is validated that the parameters in the LJ model are correct. From the comparison between the simulated microstructure and the corresponding dislocation density distribution, it is shown that the white color regions in Figs. 5 (a2), (b2) and (c2) are associated with the sites of nucleation in Figs. 5 (a1), (b1) and (c1), respectively.

The comparison between the simulated microstructure and the experimental grain structure at a strain rate of 0.03 s\(^{-1}\) under a temperature of 400 °C and a strain of 1 are shown in Fig. 6. Compared with the grain structure at a strain rate of 0.3 s\(^{-1}\) under the same temperature and strain (Fig. 7), the grain size is refined, as a result of the DRX nucleation rate increasing with strain rate (in Eq. (5)). Compared Fig. 6 with the microstructure under a temperature of 500 °C with a strain rate of 0.03 s\(^{-1}\) and a strain of 1 (Fig. 8), the grain size at high temperature is much bigger, due to the higher velocity of GB migration. After comparing the simulated results with the experimental observations, some discrepancies can be observed (Figs. 6, 7 and 8), because of the possible involvement of additive high energy sites for nucleation which has not been taken into account during simulation, such as dislocation tangle and dislocation pining. In general, the simulated results agree well with the experimental findings.

It is shown that the simulations of final grain size are in quantitative agreement with the experimental results in Table 3.
Fig. 5 Prediction of microstructure at strain of 0.1186 (critical strain) (a$_1$), 0.6 (b$_1$) and 1 (c$_1$), and corresponding simulated dislocation density (a$_2$), (b$_2$) and (c$_2$), respectively, at 500 °C with a strain rate of 0.03 s$^{-1}$.

Fig. 6 Comparison between simulated microstructure (a) and experimental observation (b) at strain rate of 0.03 s$^{-1}$, temperature of 400 °C and strain of 1.
Fig. 7 Comparison between simulated microstructure (a) and experimental observation (b) at strain rate of 0.3 s$^{-1}$, temperature of 400 °C and strain of 1

Fig. 8 Comparison between simulated microstructure (a) and experimental observation (b) at strain rate of 0.03 s$^{-1}$, temperature of 500 °C and strain of 1

Table 3 Comparison of final grain size by CA model with experimental data

<table>
<thead>
<tr>
<th>Temperature/°C</th>
<th>Strain rate/s$^{-1}$</th>
<th>Grain size/μm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experimental</td>
<td>Simulated</td>
</tr>
<tr>
<td>400</td>
<td>0.03</td>
<td>13.5</td>
</tr>
<tr>
<td>400</td>
<td>0.3</td>
<td>9</td>
</tr>
<tr>
<td>500</td>
<td>0.03</td>
<td>35</td>
</tr>
</tbody>
</table>

5 Conclusions

1) The hardening parameter, which was calculated based on the LJ model and the KM model, was obtained to be $10^{13}$ m$^{-2}$. The recovery parameter and the strain rate sensitivity were calculated by using the relationship between flow stress and strain rate at steady state during DRX, and were gotten the values of 17.7 and 0.17, respectively.

2) Using the CA method coupling the LJ model to simulate DRX during hot compression, the models for DRX and the value of parameters in the LJ model were verified.

3) It was verified that the nucleation locations of R-grains had strong link to dislocation density distribution during DRX. The critical strain and dislocation density for the onset of DRX, the variation of mean grain size with temperature and strain rate, and the final mean grain size agree well with the experimental measurements.
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摘 要: 采用元胞自动机结合 Laasraoui–Jonas 位错密度模型(LJ 模型)模拟 AZ31 镁合金在动态再结晶过程中的位错密度和微观组织演化。LJ 模型中的硬化参数、回复参数和应变速率灵敏系数决定模拟的准确性。在目前的研究中，基于 LJ 模型和 Kocks–Mecking 模型(KM 模型)求解硬化参数；采用动态再结晶中稳态应力公式求解回复参数和应变速率灵敏系数。结果表明：模拟结果与实验结果一致。
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